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Statistical learning shapes face evaluation
Ron Dotsch1, 2*, Ran R. Hassin3 and Alexander Todorov4

The belief in physiognomy—the art of reading character from 
faces—has been with us for centuries1–3. People everywhere 
infer traits (for example, trustworthiness) from faces, and 
these inferences predict economic, legal and even voting deci-
sions2,4. Research has identified many configurations of facial 
features that predict specific trait inferences2,5–14, and detailed 
computational models of such inferences have recently been 
developed5–7,15–17. However, these configurations do not fully 
account for trait inferences from faces. Here, we propose a 
new direction in the study of inferences from faces, inspired by 
a cognitive–ecological18–20 and implicit-learning approach21,22. 
Any face can be positioned in a statistical distribution of 
faces extracted from the environment. We argue that under-
standing inferences from faces requires consideration of the 
statistical position of the faces in this learned distribution.  
Four experiments show that the mere statistical position of 
faces imbues them with social meaning: faces are evaluated 
more negatively the more they deviate from a learned central 
tendency. Our findings open new possibilities for the study 
of face evaluation, providing a potential model for explain-
ing both individual and cross-cultural variation, as individuals 
are immersed in varying environments that contain different  
distributions of facial features.

To examine the hypothesis that the location of a face on a statisti-
cal distribution of facial features is used for evaluative inferences, we 
exposed participants to faces drawn from different distributions that 
vary in a range of statistical properties (such as the central tendency, 
dispersion, shape) and asked them to judge novel test faces. Crucially, 
because the test faces were identical in all conditions, any differences 
in the judgments between conditions can only be explained by the 
statistical properties of the faces. To generate the faces, we used a sta-
tistical face space model that captures the variance from a large sam-
ple of real faces with 130 orthogonal dimensions. Each dimension 
codes for different feature variance, and its magnitude corresponds 
to one standard deviation (s.d.) of the same feature variance in the 
sample of real faces. For instance, one dimension may code primarily 
for face width, and a face located at 1 s.d. on that dimension corre-
sponds to a face width of 1 s.d. above the mean in the original sample. 
Thus, any face can be represented as a coordinate in the space, and 
any coordinate can be visualized as an image. The faces for our exper-
iments always varied on a randomly generated dimension (the target 
dimension, see Methods and Supplementary Fig. 1) in the face space, 
with the constraint that it was orthogonal to known dimensions that 
are correlated with social judgments such as trustworthiness and 
dominance. Learning -phase stimuli additionally varied randomly in 
directions orthogonal to this target dimension (see Methods).

In study 1, participants were exposed to 500 faces drawn from a 
normal distribution (see Supplementary Fig. 2) with either a central 
tendency of –5 s.d. or a tendency of + 5 s.d. on the target dimension 

in the statistical face space. They then judged a set of 29 new test faces 
varying from –14 s.d. to + 14 s.d., in equal steps of 1 s.d., on the target 
dimension only. Participants judged each test face on social meaning-
fulness and trustworthiness, a primary dimension of face evaluation 
that accounts for more than 60% of the variance of face judgments5. 
Participants also judged the faces on typicality as a manipulation check. 
We modelled the judgments using several curve-fitting approaches 
and report here the approach with best fit (local polynomial regres-
sion; see Supplementary Information for the similar results yielded by 
the other approaches). As can be seen in Fig. 1, participants’ judgments 
shifted as a function of learning. Typicality judgments peaked on aver-
age at –1.56 s.d. (s.d. =  5.40) in the –5 s.d. condition and at 2.19 s.d. 
(s.d. =  5.01) in the + 5 s.d. condition (t(61) =  2.86, P =  0.006, Cohen’s 
d =  0.72). Likewise, trustworthiness judgments shifted as a function 
of learning. The judgments peaked on average at 1.13 s.d. (s.d. =  7.44) 
in the –5 s.d. condition and at 5.03 s.d. (s.d. =  6.26) in the + 5 s.d. con-
dition (t(61) =  2.25, P =  0.028, Cohen’s d =  0.57). Judgments of social 
meaningfulness had low internal consistency (Cronbach’s α =  0.39) 
and did not meet assumptions for statistical testing (see Methods). 
These results demonstrate that a face can evoke different evaluations 
depending on its statistical properties, in this case its location in a 
distribution, and that the central tendency of such distributions on a 
priori low social dimensions is not only extracted from exposure to a 
set of faces23–25 but also affects face evaluation.

Study 2 extended these findings to judgments of attractive-
ness, competence, dominance and extroversion (Fig. 2). Because of 
our interest in general social perception, we analysed the estimated 
peaks of the five social judgments using multivariate analysis of vari-
ance (MANOVA). This analysis indicated that the central tendency 
manipulation generally affected social judgments in the same way 
as in study 1 (Wilks’ Λ =  0.75, approximate F(5, 58) =  3.89, P =  0.004, 
partial η2 =  0.06), although the differences in extroversion and domi-
nance peaks were not significant in univariate tests (respectively, 
P =  0.225 and P =  0.445, see Supplementary Information). Participants 
also judged typicality as a manipulation check. Peak typicality indeed 
shifted in the direction of the central tendency manipulation (see 
Fig.  2; t(62) =  2.56, P =  0.013, Cohen’s d =  0.64). These results were 
consistent with our hypothesis that learned statistical properties affect 
evaluation. The deviating pattern of results for dominance might be 
because judgments of dominance have a much weaker evaluative 
component than judgments of attractiveness, trustworthiness, extro-
version and competence5,7. An alternative explanation is that, despite 
orthogonalization, the target dimension still contained residual dom-
inance variance, causing the linear pattern of dominance judgments 
in Fig. 2, and potentially attenuating the predicted effects of statisti-
cal learning. Although extroversion followed the same pattern as the 
other social judgments, it showed the weakest effect. Note that extro-
version was always the last social judgment to be made, which may 
have influenced the strength of the central tendency effect.
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Central tendency is only one determinant of distributions  
that is complemented by dispersion and shape. The narrower 
the distribution (less dispersion) on a dimension, the smaller the  
visual differences in the set of faces sampled from that distribution.  

This should make it more difficult for people to extract the dimen-
sion on which a set of faces varies systematically and should therefore 
reduce the effect of central tendency on evaluation. We mani-
pulated dispersion and central tendency orthogonally in study 3  
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Figure 1 | Judgments study 1. Smoothed average social meaningfulness, trustworthiness and typicality judgments of faces in study 1 as a function of their 
location on the target dimension (on the x axis) and central tendency of the face distribution on that dimension in the learning phase (with unsmoothed 
between-subjects standard errors). The density plots below show the distribution of the estimated peaks of respective judgment across subjects.
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Figure 2 | Judgments study 2. Smoothed average judgments of faces in study 2 as a function of their location on the target dimension (on the x axis) and 
central tendency of the face distribution on that dimension in the learning phase (with unsmoothed between-subjects standard errors). The density plots 
below show the distribution of estimated peaks of the respective judgment across subjects.
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(see Supplementary Fig. 2). Replicating the first two studies, a 
MANOVA on the attractiveness and trustworthiness judgment 
peaks (see Fig. 3) indicated that both shifted as a function of cen-
tral tendency in the learning phase (Wilks’ Λ =  0.73, approximate 
F(2, 96) =  17.67, P <  0.001, partial η2 =  0.15; univariate analyses 
are reported in the Supplementary Information). As in the previ-
ous studies, participants also judged typicality. Peak typicality 
again shifted in the direction of the central tendency manipulation  
(F(1, 98) =  15.94, P <  0.001, partial η2 =  0.14). We did not observe any 
interactions with dispersion for any of the judgments. Thus, even in 
narrower distributions, central tendency still affected social percep-
tion as in distributions with the same dispersion, as in studies 1 and 2,  
or the difference was too small to be detected with our sample size.

In all prior studies, participants’ evaluations were affected by 
the manipulation of the central tendency of normally distributed 
faces. In normal distributions, the median face is also the modal 
(most frequent) face. Thus, our manipulation of central tendency 
so far has been driven by two factors: distance to the centre of the 
learned distribution and frequency at that position in the distribu-
tion. To disentangle these factors, in study 4 we manipulated—in 
addition to central tendency—the shape of the distribution to be 
either normal (as before), quasi-uniform (in which frequency is 
the same at each point of the distribution, and thus only distance 
to the centre is informative) and U-shaped (in which the most 
distant faces are the most frequent) (see Supplementary Fig. 2).  
If the effect of central tendency is frequency-dependent, it should 
be present when participants are exposed to a normal distribu-
tion, absent or reduced when exposed to a uniform distribution, 
and flipped when exposed to a U-shaped distribution (where the 
most frequent faces are also the most distant faces, producing the 
most extreme dissociation possible). If, on the other hand, the effect 
of central tendency is dependent on the distance to the centre of  
the distribution, it should be present when exposed to any of the 
three distribution shapes. A MANOVA on the attractiveness and 

trustworthiness judgment peaks (Fig. 4) indicated that both shifted 
as a function of central tendency in the learning phase, irrespective 
of its shape (Wilks’ Λ =  0.80, approximate F(2, 99) =  12.38, P <  0.001, 
partial η2 =  0.11; see the Supplementary Information for follow-up 
univariate analyses). As in the previous studies, participants also 
judged typicality. Peak typicality again shifted in the direction of 
the central tendency manipulation (F(1, 101) =  7.31, P =  0.008, 
partial η2 =  0.07). We observed no interaction between central ten-
dency and distribution shape for any of the judgments. These results 
indicate that distance to the centre of the distribution is sufficiently 
informative for evaluation based on statistical properties and that, 
at least in the current design, other statistical properties of the dis-
tributions do not exert a detectable effect.

In four studies, we have shown that the location of a face in a 
learned distribution of facial features affects how it is evaluated: the 
closer the face to the central tendency, the more positively it is eval-
uated. We have shown that these distributions can be learned in a 
relatively short time (in only 500 exposures to objects sampled from 
those distributions); that they affect various judgments, perhaps 
to the extent that they contain an evaluative component; that the 
effects of feature distributions on evaluation are mostly dispersion 
invariant; and finally, that distance to the central tendency (and not 
frequency) is sufficiently informative for evaluation on the basis of 
statistical properties. This last finding contrasts our statistical learn-
ing account with a mere exposure account26, according to which 
the frequency of exposure to a stimulus predicts its evaluation. Nor 
can our findings be explained by a perceptual adaptation account27, 
given that to compute distance to the central tendency for any test 
face, more information about the environment is required than  
just the most recent or most frequent faces. The findings are more 
consistent with a perceptual fluency account28, which posits that 
prototypical stimuli are judged more positively because they are 
easier to process. Indeed, research has established a correlation 
between face typicality and trustworthiness judgments29. Here, we 
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Figure 3 | Judgments study 3. Smoothed average judgments of faces in study 3 as a function of their location on the target dimension (on the x axis), 
central tendency (different colours) and dispersion (different rows) of the face distribution on that dimension in the learning phase (with unsmoothed 
between-subjects standard errors). The density plots below show the distribution of estimated peaks of the respective judgment across subjects.
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provide experimental evidence for the effect of learned statistical 
properties on evaluative inferences from faces. As such, our findings 
fit well with cognitive–ecological ideas18–20, in that people’s infer-
ences reflect the structure of information (such as distributions of 
faces) in the environment.

We have initiated a new research direction on inference from faces. 
By exposing individuals to controlled environments of faces sampled 
from specific face distributions, we were able to control the short-
term learning history of participants, allowing us to experimentally 
test the hypothesis that social inferences from faces are shaped by 
learning the statistical structure of one’s environment. Our approach 
and findings provide a potential mechanism for the development 
of social face perception; an explanation for individual and cultural 
variation in judgments, given the presence of variance in environ-
ments; and the means to experimentally test these explanations.

Methods
All face stimuli were generated using FaceGen 3.1, a multidimensional 
computer-generated face space with 50 symmetrical shape dimensions (which 
mirror the effects on both hemispheres of the face, for example, both eyes 
move upwards), 30 asymmetrical shape dimensions (which do not mirror the 
effects on both hemispheres, for example, moves the left eye upwards and the 
right eye downwards) and 50 symmetrical texture dimensions. Randomization 
of the face coordinates was performed in Python using SciPy’s stats module. 
Orthogonalization of dimensions was performed in MATLAB. Experiments  
were programmed in Python using the PsychoPy module. Analyses were 
performed in R version 3.3.1.

The protocol for these studies was approved by the Institutional Review Board 
For Human Subjects of Princeton University (Protocol no. 5572). Informed consent 
was obtained from all participants.

Study 1. Design and participants. This study followed a one-factor (central 
tendency: –5 s.d. versus + 5 s.d.) between-subjects design, with n =  32 in the –5 s.d. 
condition and n =  31 in the + 5 s.d. condition. We prespecified the sample size  
to be at least 60 participants on the basis of time and resource constraints,  
without the use of power analysis, because no prior estimates of effect size existed 
for this phenomenon. (The sample sizes for the subsequent studies were based 

on the observed effect size in study 1.) Students from Princeton University 
participated for course credit (n =  63: 26 men, 35 women, 2 unknown;  
mean age (Mage) =  20.75, s.d. =  2.04).

Target dimension. Nine symmetrical shape dimensions were constructed using 
a procedure that minimizes social information in faces25. First, 100 symmetrical 
shape dimensions were randomly generated from a normal distribution. These 
were orthogonalized to ten previously identified social dimensions (for example, 
trustworthy, dominant, competent, attractive, threatening, extravert5,7), such that 
any change along the random dimension did not result in change along any of 
the social dimensions. Although this will hold true mathematically in the face 
space, psychologically, the candidate dimensions may still contain residual social 
variance, to the extent that the social dimensions do not fully capture the social 
judgments. To maximize variance in the final set of dimensions, we selected nine 
candidate dimensions that correlated only weakly with each other (all |r| <  0.15) 
and normalized those.

For each candidate dimension, we generated 25 faces derived from that 
dimension ranging from –12 s.d. to + 12 s.d. (with equally spaced intervals  
of 1 s.d.). In a pilot study, a sample of 16 female and 14 male Princeton University 
students (Mage =  20.57, s.d. =  2.53) judged these faces on trustworthiness, among 
other judgments (see Supplementary Information), using 7-point scales. The faces 
were presented in random order, blocked by judgment. Inter-rater agreement 
of trustworthiness was high (Cronbach’s α =  0.88). The average judgments are 
shown in Supplementary Fig. 3. On the basis of these judgments, we selected the 
candidate dimension with the lowest trustworthiness variance as the to-be-learned 
target dimension (see Supplementary Fig. 1). The results of this pilot study have 
been partly reported before2.

Stimuli. For the learning phase, we generated 500 faces per experimental 
condition. To mimic complex real-world environments, we generated a set of 
three-dimensional faces differing not only on the target dimension but also in 
random ways orthogonal to the target dimension. Thus, the final stimuli varied 
as a function of scores on the target symmetrical shape dimension, a random 
symmetrical shape vector that was unique to each stimulus and orthogonal to the 
target dimension, a random asymmetrical shape vector, and a random texture 
vector. The scores on the target dimension followed a normal distribution with 
μ =  0 s.d. and σ =  3 s.d. (see Supplementary Fig. 2b, left distribution). These were 
translated to have means of either –5 s.d. or + 5 s.d., varying between subjects.

We additionally created silhouette images for the learning phase. Each face was 
rotated 90° around its vertical axis to create a side view. We then replaced all colour 
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Figure 4 | Judgments study 4. Smoothed average judgments of faces in study 4 as a function of their location on the target dimension (on the x axis), central  
tendency (different colours) and distribution shape (different rows) of the face distribution on that dimension in the learning phase (with unsmoothed 
between-subject standard errors). The density plots below show the distribution of estimated peaks of the respective judgment across subjects
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information with uniform grey to generate silhouette images. A random subset of 
these images was used during the learning task (see ‘Procedure’ section).

For the test phase, we generated 29 faces ranging from –14 s.d. to + 14 s.d. on 
the target dimension, with equal spaced intervals of 1 s.d. In contrast to the stimuli 
in the learning phase, test phase stimuli varied only as function of their position on 
the target dimension, affecting shape only (see Supplementary Fig. 1 for examples).

Procedure. Participants were assigned to a central tendency condition  
(– 5 s.d. versus + 5 s.d.) by the computer script on the basis of their participant 
number (in study 1: even versus odd). The experimenter was blind to condition.  
In the learning phase, participants viewed the 500 faces generated for their 
respective condition. To increase motivation to pay attention to the faces, 
participants were asked on random trials (one in five) to indicate whether  
a side-view silhouette matched the previously presented face. Half of the time,  
the silhouette matched the previously presented face. Participants were told that 
this task tested how well they recognized a face from its side view when they  
first saw that face in a frontal view. However, these responses were not analysed.

In the subsequent test phase, participants judged the 29 test faces on  
a 7-point scale in three separate blocks in which all faces were presented once 
in random order. In the three fixed-order blocks, participants judged social 
meaningfulness (“to what extent does the face convey any information about the 
person’s personality?”) and trustworthiness as social judgments and typicality  
as a manipulation check, respectively.

Finally, after the experimental tasks, participants completed an exit 
questionnaire asking for gender, age, eyesight (colour-blindness and normal 
vision), subjective ratings of performance on the experimental task and general 
face recognition ability, and then took part in a funnelled debriefing. Afterwards, 
participants were debriefed and thanked by the experimenter.

Statistics. We report two-sided tests. Before performing t-tests on the estimated 
judgment peaks, we visually checked for outliers and examined assumptions. 
Because we had no prespecified way of dealing with outliers, we report analyses 
with all data included but note here any substantial consequence of excluding 
outliers above and below 1.5 times the interquartile range within the respective 
experimental cell. In study 1, we detected one outlier for trustworthiness judgments 
and nine outliers for typicality judgments. Removing these outliers did not affect 
conclusions and substantially increased the magnitude of the central tendency 
effect on both judgments, respectively (t(60) =  2.72, P =  0.009, Cohen’s d =  0.69 for 
trustworthiness and t(52) =  3.20, P =  0.002, Cohen’s d =  0.87 for typicality).

All data met the assumption of homogeneity of variance, assessed with  
Levene’s test. As can be seen from the density plots in Fig. 1, there was extreme 
deviation from normality for estimated social meaningfulness peaks, which also 
suffered from low reliability and were therefore not further analysed. Although 
estimated trustworthiness and typicality peaks did not strongly deviate from 
normality upon visual inspection, Shapiro–Wilks tests indicated significant 
deviation from normality of typicality peaks in both central tendency conditions. 
Nevertheless, a non-parametric test yielded the same results as the parametric 
t-test reported above (W =  229, P <  0.001).

Study 2. Design and participants. This study followed a one-factor (central 
tendency: –5 s.d. versus + 5 s.d.) between-subjects design, with n =  33 in the –5 s.d. 
condition and n =  31 in the + 5 s.d. condition. We prespecified sample size to be 
at least 60. Because we increased the number of dependent variables to five social 
judgments in study 2, power analysis for MANOVA showed that we would have 
needed a sample size of n =  54 to detect a central tendency effect of d ≥  0.5  
(in study 1, d was 0.57 for trustworthiness judgments) with 80% power, assuming 
correlations of 0.25 between dependent variables. Princeton University students 
participated for course credit (n =  66: 19 men, 45 women, 1 female-bodied 
transgender, 1 unknown; Mage =  20.29, s.d. =  2.94). Two participants did not 
complete all trials and were excluded from data analysis.

Stimuli and procedure. Study 2 used the same stimuli as study 1. The procedure 
of study 2 was identical to that of study 1, with the exception of the testing phase. 
In the testing phase, participants judged the 29 test faces on a 7-point scale twice 
in each judgment block to be able to compute subject-level consistency. There 
were six judgment blocks, in the following fixed order: the five social judgments 
trustworthy, dominant, attractive, competent and extrovert; then typical as a 
manipulation check.

Statistics. Before performing MANOVA on the estimated judgment peaks, we 
checked assumptions and outliers. As in study 1, because we had no prespecified 
way of dealing with outliers, we report analyses with all data included but note here 
any substantial consequence of excluding outliers based on the same criteria as 
in study 1. We marked 34 data points (8.85% of all estimated peaks) as univariate 
outliers across all six judgments. Removing univariate outliers did not affect 
conclusions for social judgments and substantially increased the magnitude of  
the central tendency effect on social judgments (Wilks’ Λ =  0.57, approximate  
F(5, 40) =  5.97, P <  0.001, partial η2 =  0.11). However, the effect of the central 
tendency manipulation on estimated peak typicality was no longer significant 
(t(56) =  1.52, P =  0.13, Cohen’s d =  0.40). We detected 29 participants who could 

be considered multivariate outliers (Mahalanobis distance > 18.54). Nevertheless, 
even when excluding those, central tendency still affected social judgments 
(Wilks’ Λ =  0.66, approximate F(5, 29) =  3.03, P =  0.025, partial η2 =  0.08), as well as 
typicality judgments (t(33) =  3.03, P =  0.005, Cohen’s d =  1.61).

All data met the assumption of homogeneity of variance as assessed with 
Levene’s test. As can be seen from the density plots in Fig. 2, there was deviation 
from normality for estimated dominance and extroversion peaks. Although 
the other judgment peaks did not strongly deviate from normality upon visual 
inspection, Shapiro–Wilks tests indicated significant deviation from normality 
of several judgments peaks in the –5 s.d. condition. Nevertheless, deviation from 
normality was attenuated for all judgments except dominance in the analysis 
without univariate outliers reported above, which did not affect conclusions. 
Moreover, robustness to non-normality in MANOVA has been shown30,31 for 
samples with overall n ≥  40.

Study 3. Design and participants. This study followed a 2 (central tendency:  
–5 s.d. versus + 5 s.d.) ×  2 (dispersion: 1.5 s.d. versus 3 s.d.) between-subjects 
design. We prespecified the sample size to be at least 100. Power analysis for 
MANOVA with two dependent variables shows we would have needed a sample 
size of n =  44 to detect a central tendency effect of at least the same size as observed  
in study 2 with 80% power. A minimum sample size of n =  100 gave us 80% power  
to detect a medium-sized interaction effect between central tendency and 
dispersion (f2 =  0.06). Princeton University students participated for course  
credit (n =  102: 34 male, 67 female, 1 unknown; Mage =  20.22, s.d. =  2.28).

Stimuli. Study 3 used the same target dimension as studies 1 and 2. For the learning 
phase, we generated four sets of 500 stimuli to match the cells of the design.  
We used the same procedure to generate stimuli as in studies 1 and 2 but varied σ 
(1.5 s.d. versus 3 s.d.) of the normal distribution from which the stimuli’s positions  
on the target dimension were sampled (see Supplementary Fig. 2, panel a).

The test phase stimuli were the same as in studies 1 and 2.

Procedure. The procedure in study 3 was identical to that in study 2, except for 
the following. The testing phase comprised three judgment blocks: trustworthy, 
attractive and typical. Trustworthy and attractive were counterbalanced in order. 
The typicality judgment block, which was our manipulation check, was always last.

Statistics. Before performing MANOVA on the estimated judgment peaks, we 
checked assumptions and outliers. As in the previous studies, because we had  
no prespecified way of dealing with outliers, we report analyses with all data  
included but note here any substantial consequence of excluding outliers based 
on the same criteria as in the previous studies. We marked 28 data points (9.15% 
of all estimated peaks) as univariate outliers across all three judgments. Removing 
univariate outliers did not affect conclusions for social judgments but substantially 
increased the magnitude of the central tendency effect on social judgments (Wilks’ 
Λ =  0.58, approximate F(2, 80) =  28.63, P <  0.001, partial η2 =  0.24) and typicality 
(F(1, 86) =  18.88, P <  0.001, partial η2 =  0.18). We detected 22 participants who could 
be considered multivariate outliers (Mahalanobis distance > 10.58). Nevertheless, 
even when excluding those, central tendency still affected social judgments (Wilks’ 
Λ =  0.62, approximate F(2, 63) =  19.02, P <  0.001, partial η2 =  0.21), as well as typicality 
judgments (F(1, 65) =  11.79, P =  0.001, partial η2 =  0.14). We also observed a main 
effect for dispersion condition on social judgments, which we do not discuss any 
further because the effect did not interact with the central tendency manipulation.

All data met the assumption of homogeneity of variance, assessed with Levene’s 
test. As can be seen from the density plots in Fig. 3, the data were distributed 
mostly normally. However, Shapiro–Wilks tests indicated significant deviation 
from normality for some conditions, mostly for estimated typicality peaks. 
Nevertheless, deviation from normality was somewhat attenuated for all judgments 
in the analysis without univariate outliers reported above, which did not affect 
conclusions. Moreover, robustness to non-normality in MANOVA has been 
shown30,31 for samples with overall n ≥  40.

Study 4. Design and participants. This study followed a 2 (central tendency: –5 s.d. 
versus + 5 s.d.) ×  3 (distribution shape: normal versus U-shaped versus uniform) 
between-subjects design. We prespecified the sample size to be at least 100. Power 
analysis for MANOVA with two dependent variables shows that we would have 
needed a sample size of n =  44 to detect a central tendency effect at least the same 
size as that observed in study 2 with 80% power (or n =  30 for the same effect size 
as in study 3). A minimum sample size of n =  100 gave us 80% power to detect a 
medium-sized interaction effect between central tendency and distribution shape 
(f2 =  0.06). Princeton University students participated for course credit (n =  108:  
43 men, 63 women, 1 genderqueer-born male, 1 unknown; Mage =  20.07, s.d. =  3.40).  
One participant did not complete all trials and was excluded from data analysis.

Stimuli. Study 4 used the same target dimension as in studies 1–3. For the  
learning phase, we generated six sets of 500 stimuli to match the cells of the design. 
We used the same procedure to generate stimuli as in studies 1–3 but varied the 
distribution shape from which the stimuli’s positions on the target dimension were 
sampled (see Supplementary Fig. 2, panel b). For the normal distribution, we used 
the same stimuli as in study 1 and 2, with μ =  0 s.d. and σ =  3 s.d.
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For the U-shaped distribution, we first generated a sample from a normal 
distribution with σ =  3 s.d., split that distribution across the median, appended the 
left tail of the distribution (the half that was smaller than the median) to the right 
of the right tail of the distribution (the half that was greater than the median) and 
centred the resulting distribution around 0.

For the (quasi-)uniform distribution, we simply sampled from a uniform 
distribution within the same range of scores that was spanned by the normal and 
U-shaped distributions.

To create the final learning phase stimuli for the six conditions, the scores of all 
these distributions were translated to have means of either + 5 s.d. or –5 s.d.

The test phase stimuli were the same as in studies 1–3.

Procedure. The procedure for study 4 was identical to that of study 3. Note that 
chronologically, study 4 preceded study 3.

Statistics. Before performing MANOVA on the estimated judgment peaks,  
we checked assumptions and outliers. As in the previous studies, because we 
had no prespecified way of dealing with outliers, we report analyses with all data 
included but note here any substantial consequence of excluding outliers on the 
basis of the same criteria as in the previous studies. We marked 26 data points 
(8.10% of all estimated peaks, equally distributed across conditions) as univariate 
outliers across all three judgments. Removing univariate outliers did not affect 
conclusions for social judgments but substantially increased the magnitude  
of the central tendency effect on social judgments (Wilks’ Λ =  0.64, approximate 
F(2, 84) =  23.61, P <  0.001, partial η2 =  0.20) and typicality (F(1, 92) =  13.38, 
P <  0.001, partial η2 =  0.13). We detected 18 participants who could be considered 
multivariate outliers (Mahalanobis distance > 9.66). Nevertheless, even when 
excluding those, central tendency still affected social judgments (Wilks’ Λ =  0.64, 
approximate F(2, 69) =  19.83, P <  0.001, partial η2 =  0.20) and typicality judgments 
(F(1, 74) =  15.09, P <  0.001, partial η2 =  0.11).

All data met the assumption of homogeneity of variance, assessed with  
Levene’s test. As can be seen from the density plots in Fig. 4, the data were 
distributed mostly normally. However, Shapiro–Wilks tests indicated significant 
deviation from normality for some conditions, mostly for estimated typicality 
peaks. Nevertheless, there was almost no deviation from normality for all 
judgments in the analysis without univariate outliers reported above, which  
did not affect conclusions. Moreover, robustness to non-normality in MANOVA 
has been shown30,31 for samples with overall N ≥  40.

Code availability. R code for data processing, analysis and visualization is publicly 
available in figshare with identifier https://dx.doi.org/10.6084/m9.figshare.3563472 
(ref. 32). Python code for generating stimuli and running the experiments is 
available from R.D.

Data availability. All data that support the findings of this study are publicly 
available in figshare with identifier https://dx.doi.org/10.6084/m9.figshare.3563472 
(ref. 32). The stimuli used in this study are publicly available in figshare with 
identifier https://dx.doi.org/10.6084/m9.figshare.3563514 (ref. 33).
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